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**Abstract**

In pattern recognition, generally if the number of features in samples is higher, features are reduced using transformations such a way that its effect on classification accuracy is minimum or within tolerance. This process of reducing features or dimensions of data using transformation is called dimensionality reduction. This is preprocessing of data before using it for classification purpose and is practically significant in pattern recognition since it highly reduces complexity in analysis without affecting end result by much.

The objective of this project was to implement two different methods of dimensionality reduction methods, Principal Component Analysis (PCA) and Fisher’s Linear Discriminant (FLD) methods on training and testing data sets, classify transformed testing data set and evaluate performance of each method.

Both training set and testing set were first normalized using sample mean and standard deviation and each set was transformed using PCA and FLD methods separately. The transformed sets from each method were classified using Maximum Posterior Probability classifier and performance of classification was calculated for each data set from different transformations. Classifier performance for both transformation methods was evaluated calculating TP, TN, FP and FN rates. For further illustration, ROC curve was drawn for classification after each transformation.

**Introduction**

In pattern recognition process, dimensions of data are often reduced before imposing classification on the data. Theoretically higher dimensions yields less error and hence more accurate results but in real world problems it is quite often observed that opposite happens more. It is because we assume the distribution of samples is Gaussian which is only approximation and entirely not true. With higher number of dimensions, higher number of samples will be needed as training samples to model classifier decision rule with higher accuracy that can surpass reasonable number of training samples. With limited number of training samples with higher number of features, we may be overfitting the data, which may work brilliantly on training samples but give poor predictive performance on testing samples. So in practice, before performing classification on data set, number of dimensions is reduced.

This project used two distinguished methods of reducing dimensions of samples, namely Principal Component Analysis (PCA) and Fisher’s Linear Discriminant (FLD) methods. Each method is imposed on normalized sets of data, both training and testing and performance of classification after transformation using each method was evaluated. The performance of classifier after FLD transformation was found to be better than PCA but not by much though.

**Technical Approach**

The training and testing samples with seven dimensions were provided as pima.tr and pima.te respectively. Programs needed to be developed for implementing dimension reduction methods PCA and FLD. The programs were developed using C++. Samples in both training set and testing set were first normalized using sample mean and standard deviation from training set. Sample distribution was assumed Gaussian. The normalized training set was used to estimate parameters of Gaussian using maximum likelihood learning. MPP classifier was chosen to classify test samples and equal prior probabilities were assumed. Then all three cases of MPP classifier were tested on the normalized set and the method with highest accuracy was selected for further testing. And also prior probabilities for all classes were varied in order to find the probabilities that yield highest accuracy. Dimension reduction methods PCA and FLD both were imposed on training and testing sets. Classification was done on testing set after each method was imposed on normalized sets and performance of classification was evaluated using true positive (TP), true negative (TN), false positive (FP) and false negative (FN) rates.

**Fisher’s Liner Discriminant (FLD) method**

It is one of commonly used dimension reduction methods which tries to discriminate transformed data best possible way. This method tries to project mean vector of each class as further as possible and minimize scatterings of sample data within each class as best as possible. Since this uses class information of training samples, it is supervised learning. Using this method, number of dimensions d can be reduced to c-1 where c is number of classes and is supposed less than d. If we consider two class case, then data of d dimension is projected onto a line. So we want to find projection vector ‘**w**’ such that the data can be best separated. And projected data points are given by,
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And
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And **m1** and **m2** are mean of each class.

**Principal Component Analysis (PCA) method**

It is also known as K-L transform. This method tries to represent the data in best possible way. It finds a new feature space (m- dimensional) that is sufficient to describe data in original feature space where m<d.

A vector **x** described in terms of a set of basis vectors **b***i*.
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The basis vectors (**b***i*) should be linearly independent and orthonormal, that is,
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If we want to consider m (m<d) components of **y** and still represent **x** though with some error, we will calculate the first *m* elements of **y** and replace the others with constants.
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Instead of plain error, mean square of error is used to quantify error and can be expressed as
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Eigenvectors of covariance matrices of all classes are optimal basis vectors. Eigenvectors can be sorted corresponding to its eigenvalues in descending order and eigenvector with largest eigenvalue is principal component. Dimensions of data can be reduced to m from d by omitting eigenvectors corresponding to eigenvalues whose total sum (summing from smallest to larger eigenvalue) is not than error tolerance.

**Performance parameters**

Sensitivity

It is probability of occurrence of true positive out of actual positive and given by TP/(TP+FN).

Specificity

It is probability of occurrence of true negative out of actual negative and given by TN/(TN+FP).

Precision

It is probability of true positive out of apparent positive and given by TP(TP+FP).

Recall

It is same as sensitivity.

Accuracy

It is probability of correct decision and given by (TP+TN)/(TP+TN+FP+FN).

**Experiments and Results**

**Normalized data set**

The given training set and test set were modified by replacing ‘yes’ and ‘no’ with ‘1’ and ‘0’. The modified data sets were normalized using sample mean and standard deviation for each feature in training set. The distribution for data set was assumed Gaussian.

**Classification with MPP cases:**

The normalized test set was classified using all three cases of MPP with equal prior probabilities for both classes. Accuracy with each cases were

Case I -> 0.259036

Case II -> 0.231928

Case III -> 0.259036

Since case II classifier gave the highest accuracy the case II classifier was chosen for further testing.

**Prior probability adjustment**

Prior probabilities were varied from 0.1 to 0.9 in step of 0.1 for each set where these are complementary, i.e., Pw1=(1 - Pw0). Highest accuracy was found for Pw0=0.6 and Pw1=0.4 which is 0.192771.

So the testing of PCA and FLD were carried out using case II MPP classifier with prior probabilities 0.6 and 0.4.

**PCA**

For the maximum error rate 0.10, the dimension of data set was reduced to 5 from 7. The training and testing set both were transformed to the reduced dimension using PCA and then classified using case II MPP classifier and prior probabilities mentioned above. Accuracy of classification was found to be 0.210843.

TP=71; TN=191; FP=32; FN=38

Sensitivity or Recall = 0.651376

Specificity = 0.856502

Precision = 0.68932

In order to vary TP rate and FP rate, prior probabilities were varied and ROC curve was plotted for PCA method which is shown in figure below.
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**FLD**

After FLD transformation, dimension was reduced to 1 which is equal to one less than number of classes. The transformed data set was classified and accuracy was found to be 0.192771.

TP=76; TN=192; FP=31; FN=33

Sensitivity or Recall = 0.697248

Specificity = 0.860987

Precision = 0.71028

ROC curve was plotted using similar method as in PCA which is shown below.

![H:\ROC_FLD.jpg](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAGkAjADASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD3+iiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAorl0uvEmp61rUFhqGlWlrYXaWyLPp8k7tmCKUsWE6DrKRjHao7DxFqXiS3sV0gWlhPLpltqU73cTXCos4bZGqq0ZY5jfLEjGFwp3HYAdZRXL/8JJebP7N8uD+2f7Q/szzdp+z+Z9n+0ebtzu2+Vzsznf8AJux+8rY0x9UHm2+qpBJJHgpd2y+XHMDnjyyzMjLjBBJBBUg5JVADQoorh5/FF5J4q1PSI/EvhzTJLe7jtra0vbcyTzb4YnDD/SEzlpCoAX+HuaAO4orL0rUpr7Udct5VjCWF6tvEVByVNvDLlueu6RhxjgD6nn01/XotJ1LxFcTabJpdhcXoks47R1nMNvNJGSJTKVL7Y92NgBPy5XO4AHaUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUVHPI0NvLKkMk7ohZYoyoZyB90biBk9OSB6kUASUVj+GNTvNX0U3V/DBDdLd3Vu8cDFkXyp5IxhiATwg5wM9cDoNigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKAOL1L4eabrUviKfULLTXvNQuFlsryS1WaS32wQoudwGQJI2bZnawODwxFalxZaxBqP8AbNhbWMt9c2kNtd2k906Rr5ZdlaOURknBlkBBT5gVPybSG6CigDl/+EbvNn9peZB/bP8AaH9p+VuP2fzPs/2fyt2N23yuN+M7/n24/d1saYmqHzbjVXgjkkwEtLZvMjhAzz5hVWdmzkkgAAKAMgs+hRQBTs9Mgsbi6nhku2e5ffIJruWVQck/IrsQg5PCgDp6DFfStNmsdR1y4laMpf3q3EQUnIUW8MWG467o2PGeCPoNSigDl0tfEmma1rU9hp+lXdrf3aXKNPqEkDriCKIqVEDjrETnPeqaaBr0uk6l4duIdNj0u/uL0yXkd27TiG4mkkIERiCh9sm3O8gH5sNjae0ooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKAMvQNNm0rTpbedo2d727uAUJI2y3EkqjkDna4B989etc34b8J+G9T0+8vL/wAP6Vd3Umq6jvmnso5HbF5MBliMnAAH4V3Fc/4N/wCQHc/9hXUv/S2agA/4QTwf/wBCpof/AILof/iaP+EE8H/9Cpof/guh/wDia6CigDn/APhBPB//AEKmh/8Aguh/+Jo/4QTwf/0Kmh/+C6H/AOJroKKAOf8A+EE8H/8AQqaH/wCC6H/4ms/Xfh14bvvD2p2eneHNDt76e0lit5vsMaeXIyEK24LkYJByORXYUUAc/wD8IJ4P/wChU0P/AMF0P/xNH/CCeD/+hU0P/wAF0P8A8TXQUUAc/wD8IJ4P/wChU0P/AMF0P/xNH/CCeD/+hU0P/wAF0P8A8TXQUUAc/wD8IJ4P/wChU0P/AMF0P/xNH/CCeD/+hU0P/wAF0P8A8TXQUUAcfqPw68N3F9pMtt4c0OKG2u2luk+wxr5sZhlQLgL83zujYPHy56gVof8ACCeD/wDoVND/APBdD/8AE10FFAHP/wDCCeD/APoVND/8F0P/AMTR/wAIJ4P/AOhU0P8A8F0P/wATXQUUAc//AMIJ4P8A+hU0P/wXQ/8AxNH/AAgng/8A6FTQ/wDwXQ//ABNdBRQBz/8Awgng/wD6FTQ//BdD/wDE1nw/Drw2niG9vH8OaG1jLaQRRQ/YYzskR5i7bduBkPGMjk7eegrsKKAOf/4QTwf/ANCpof8A4Lof/iaP+EE8H/8AQqaH/wCC6H/4mugooA5//hBPB/8A0Kmh/wDguh/+Jo/4QTwf/wBCpof/AILof/ia6CigDn/+EE8H/wDQqaH/AOC6H/4mj/hBPB//AEKmh/8Aguh/+JroKKAOP074deG7e+1aW58OaHLDc3ay2qfYY28qMQxIVwV+X50dsDj5s9Sa0P8AhBPB/wD0Kmh/+C6H/wCJroKKAOf/AOEE8H/9Cpof/guh/wDiaP8AhBPB/wD0Kmh/+C6H/wCJroKKAOf/AOEE8H/9Cpof/guh/wDiaP8AhBPB/wD0Kmh/+C6H/wCJroKKAOf/AOEE8H/9Cpof/guh/wDiaz9C+HXhux8PaZZ6j4c0O4voLSKK4m+wxv5kioAzbiuTkgnJ5NdhRQBz/wDwgng//oVND/8ABdD/APE0f8IJ4P8A+hU0P/wXQ/8AxNdBRQBz/wDwgng//oVND/8ABdD/APE0f8IJ4P8A+hU0P/wXQ/8AxNdBWH/wmnhX/oZtG/8AA+L/AOKrSFKdT4It+iE2kR/8IJ4P/wChU0P/AMF0P/xNZ+s/Drw3eWMcVj4c0OCZbu2lZ/sMa5jSZHkXIX+JFZcdDnB4JrU/4SzTv+fbWf8AwS3n/wAao/t7Uf8AoUtZ/wC/tn/8fq/q1VfEreun52DmRH/wgng//oVND/8ABdD/APE0f8IJ4P8A+hU0P/wXQ/8AxNSfavFX/QG0b/wbS/8AyNR9l8Vf9BnRv/BTL/8AJNHsLfFJL53/APSb/iFyP/hBPB//AEKmh/8Aguh/+Jo/4QTwf/0Kmh/+C6H/AOJqT+wdR/6G3Wf+/Vn/APGKP+ET07/n51n/AMHV5/8AHaPZ0l8U7+iv+dv1C7I/+EE8H/8AQqaH/wCC6H/4msPyPhL/AM8vBX/fNrXQf8IX4V/6FnRv/ACL/wCJrco/cLu/uX/yX6BqeZzaN4KfxDZXieE0WxitJ4pYf+EXuBvkd4SjbfIwcBJBk8jdx1NaH9haD/0SdP8AwD07/wCO13lFHtKS+GF/V3/K36hZnB/8IdF/0TvwV/39H/yJVrT/AIfaVHOx1LRPCdxDtwqW2gLCwbI53M7gjGeMfj69lRSlVTVoxS/H872+Vgsc/wD8IJ4P/wChU0P/AMF0P/xNH/CCeD/+hU0P/wAF0P8A8TXQUViM5/8A4QTwf/0Kmh/+C6H/AOJqnoOk6bo3jrW7fS9PtLGBtMsXaO1hWJS3m3YyQoAzgAZ9hXWVz9n/AMlD1n/sFWH/AKNu6AOgooooAKKKKACiiigAooooAKKKKACiiigAooooAK5/wb/yA7n/ALCupf8ApbNXQVz/AIN/5Adz/wBhXUv/AEtmoA6CiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiisafxZoEE8lsNWtp7uNijWlq/nz7gcECKPLkjnIA4AJPANXCnOppBN+gm7GzRWH/wAJL5//ACD9E1m9x9//AEX7Ns9P+Pgx7s8/dzjHOMjJ9o8T3XEdhplhG/Kyz3L3EkY6gNCqqpbsQJcAnILY50+rzXxWXq0n92/4egXRuUVh/wBl69c/8ffiPyNv3f7MsUiz67/OM2e2Nu3vnPGD/hE9Ml/4/mvdR3cype3kssUrerQlvK68gBAAcYAwMHs6S+Kd/RN/nYLsvajrWlaP5f8Aaep2Vl5ufL+0zrHvxjONxGcZH5iqP/CVWc3y2Fnqd/I3+r8iykWOUf3lmkCxFccg78EdCcgG9p2i6Vo/m/2ZpllZebjzPs0Cx78ZxnaBnGT+Zq9RejHZN/O34a/n9wamH/amvXP/AB6eHPI2/e/tO+SLPps8kTZ753be2M84Ps/iqT5/7T0aDdz5X9nSy7P9nf567sdN21c9cDpW5RR7e3wxS+V/zuFjD/sHUf8AobdZ/wC/Vn/8Yo/4RPTv+fnWf/B1ef8Ax2tyij6zVXwu3pp+Vg5UYf8AwhfhX/oWdG/8AIv/AImtyiionVnU+OTfqwSSCiiisxhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABXP2f/ACUPWf8AsFWH/o27roK5+z/5KHrP/YKsP/Rt3QB0FFFFABRRRQAUUUUAFFFFABRRRQAUUUUAY+oa8bTUTYWmlX2p3SRLNMloYV8pHLBCTLIgO4o/3c42nOMjMkuv2KeH4NaiaSe0uUha28tcNMZSqxKA2MFmdR82AM8kDJGXdXY0XxlfX93bXz2t3p9rDC9pZTXOXjkuC4IiViuBKn3sZycZwcV7Ow+zfDrTNH1K0vhdafp9i0y2ke94ZI9pDoeVkaN495Rd5O0Da25VYA3NK1oalcXFpNYXen3luiSPbXRjLeW5YI4MbuuCUcYzn5TkAEE0/Bv/ACA7n/sK6l/6WzVT8KafMNZ1TWGn1KeC7t7eBJtTjMU8rRNMWbytqCNMSqoGxMlGbB3b3j8G6ddeXc3v9s332f8AtXUv9A2QeT/x9zDr5fmdfm+/19uKAOwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKgvLyCwtXubmTZEmMkAsSScBQByzEkAAAkkgAEmsr7Pd+IPmvF+z6O/SyeIrLcr2MpJ+VG7xbckAbyAXjrSFO65paLv/l5/07CuPn1K9vp5LXRY0HlsUk1C4TfAjKcMiqHVpGB4OMKDuy25ChZ/YF5cf8f/AIh1OaN+ZIIDHbRk9cK0aiVVB6DzCcDBLc52IIIraCOCCJIoYlCRxxqFVFAwAAOAAO1SVft+XSmrfJX9b9PlYLdzD/4Q/QZP+Puw/tHH3f7Tme82euzzmbbnjO3GcDOcCtiCCK2gjggiSKGJQkccahVRQMAADgADtUlFROtUnpOTfqwSSCiiisxhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABXP2f/JQ9Z/7BVh/6Nu62L63lu7OSCG9nspGxieAIXTBB4Dqy89OQevrzXN6DZT2PjrW4rjU7vUHOmWLCW6WJWA827+UeWiDHGemeTz0wAdZRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz/g3/kB3P8A2FdS/wDS2augrn/Bv/IDuf8AsK6l/wCls1AHQUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVR1HUfsflwQRfaL6fIgtw23djGWY4O1FyNzYOMgAFmVTUn1S4v55LLRNnmxMVmvLiB2giIOCq4K+a2QVIVsKQ24ggK1vTtJtNM82SJN91Pg3N3IAZbhhnBdgBnGTgcBRwoAAFbqChrU37f59l+L8rpivfYgs9Kd7pNS1N/OvxkpGkjGC2yMYjU4BYAsDIRuO5vuqQg1aKKznNzd2OwUUUVABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFc/Z/8lD1n/sFWH/o27roK5+z/wCSh6z/ANgqw/8ARt3QB0FFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABXP8Ag3/kB3P/AGFdS/8AS2augrn/AAb/AMgO5/7Cupf+ls1AHQUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAEc88VtBJPPKkUMSl5JJGCqigZJJPAAHesfy77X/+PhZrDSj8yLHM8VzcehfG1oV/i2g7jld2zDIxqf8AxOr8aLH81nHiTUZF5HBVltz2PmAksOfk4IHmq1bldC/dRT+0/wAF0+b/ACs13FuRwQRW0EcEESRQxKEjjjUKqKBgAAcAAdqkoornbvqxhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz9n/yUPWf+wVYf+jbuugrn7P/AJKHrP8A2CrD/wBG3dAHQUUUUAFFFFABRRRQAUUUUAFFFFABRRRQBydzpOm67461G31fT7TUILbTLN4I7uFZViZ5bkOVDAhSwRASOuxc9BWeZ5rv4P6DJcSyTz3Vvpayeaxb7S0kkIKSscnZIW2ucN8rMdrfdPUal4f0/Vbhbif7XFOECGS0vZrZnUEkBjE6lgCWIDZxubGMnMkuiadLZtZm322pijhWGN2RIljJKGNVIEbKSCGXDDavPyrgA5/wnZ/2b4h1ey/s2x0rFpay/YNNbdbDc8480HZH+8bZtYbOkafM2cKeDdRuvLubL+xr77P/AGrqX+n74PJ/4+5j08zzOvy/c6+3NdBpmi2WkeabVZ2klwHmubmS4kYDOF3yMzbRliFzgFmIGSc5/g3/AJAdz/2FdS/9LZqAOgooooAKKKKACiiigAooooAKKKKACiiigAooooAKo6xqP9laVNdrF50q7Uhh3bfNldgkabsHbudlXJ4GcngVerDsv+JzrMmpP/x6WEstrZr1DyDCyykHoysHiXgEASHLCQY1pRTfNLZb+fl8/wArvoJl7StO/s21dHl8+5mlae4n248yRjk8ZJCgYVQSSFVVycVeooqJScm5PcYUUUVIBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQBXvriW0s5J4bKe9kXGIICgd8kDguyrx15I6evFc3oN7PfeOtbluNMu9PcaZYqIrpomYjzbv5h5buMc4654PHTPWVz9n/wAlD1n/ALBVh/6Nu6AOgooooAKKKKACiiigAooooAKKKKACiiigAooooAK5/wAG/wDIDuf+wrqX/pbNXQVz/g3/AJAdz/2FdS/9LZqAOgooooAKKKKACiiigAooooAKKKKACiiigAooqC9vINOsLi+upPLtraJppXwTtRQSTgcngHpTSbdkBm67PLO9volrK8M+oLJvnjYq9vAoAeRD/ey8arzkGQNhgpFasEEVtBHBBEkUMShI441CqigYAAHAAHas7RbOeP7VqF9Hsvr2XeyEhjDEvEUWRnGF5YAld7yEHDVq1rVaSVOOy/F/1p+PUS7hRRRWIwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACufs/wDkoes/9gqw/wDRt3XQVz9n/wAlD1n/ALBVh/6Nu6AOgooooAKKKKACiiigAooooAKKKKACiiigAorn7291i78Qz6TpNzY2n2W0huZJbu1e48zzXlUKAske3b5JOSWzuHTHNjT9QvNe8JWGp2Bgsrq+tIblBPGZ0i3qrFSAyFuCRnI9fagDYrn/AAb/AMgO5/7Cupf+ls1Hhe91i/8A7Sk1K5sbi3hu2trWW0tXg8zy/llYhpHPEgdMcf6styGGDwb/AMgO5/7Cupf+ls1AHQUUUUAFFFFABRRRQAUUUUAFFFY0/ivQ4Z5LdNQS6uomKSW1irXU0ZBwd0cQZlAPBJGASB1Iq4U51NIJv0E3Y2aKw/tniG/4tdLh0yM8GXUZRLIp65EMTFWU8DJlUg5OOBuP7Bu7z5tX1q9nzz5Fkxs4lboCpjPm9OoaRgSScDjGnsVH45Jemr/DT72gv2LWoeINI0udbe91K2hunXfHbGQGaQEkDZGPmckggBQSTwMmqKvL4h1Kzk+yXMGk2jGfN1GYjczDiMeW3zbUO9jvVTvWJlyBmtXT9L0/SYGg02xtrOFm3tHbQrGpbAGcKAM4A59qt0/aU4fw0793/l0fzYWb3CiiiucYUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz9n/wAlD1n/ALBVh/6Nu66Cufs/+Sh6z/2CrD/0bd0AdBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAHP3tlrFp4hn1bSbaxu/tVpDbSRXd09v5flPKwYFY5N27ziMELjaOueC20nVNK8Groem3MAurTSktbK9fjM6xlAzJtYKoIQ9WzkjHHzdBRQBXsLG30zTraws4/LtbWJIYU3E7UUAKMnk4AHWuX8G6Fo/l3Or/wBlWP8Aaf8Aaupf6b9nTzv+PuZfv43fd469OK7Cuf8ABv8AyA7n/sK6l/6WzUAdBRRRQAUUUUAFFFFABRRWV4gvJ7ewS2spPL1C+lFravgHy3YEtJg8HYivJtON2zb1Iq4Qc5KKB6FGOzg8T397Pfx/aNKglNrb2shJileMkSyOnAf958gVwdph3r9/Nb8EEVtBHBBEkUMShI441CqigYAAHAAHamWVnBp1hb2NrH5dtbRLDEmSdqKAAMnk8Adanq6tXndl8K2X9dX18xJBRRRWIwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKAK99YWep2clnf2kF3ayY3wzxiRGwQRlTwcEA/hXN6DpOm6N461u30vT7SxgbTLF2jtYViUt5t2MkKAM4AGfYV1lc/Z/8AJQ9Z/wCwVYf+jbugDoKKKKACiiigAooooAKKKKACiiigAooooAKKKKACuf8ABv8AyA7n/sK6l/6WzV0Fc/4N/wCQHc/9hXUv/S2agDoKKKKACiiigAooooAKw9N/4mmvXmrHmC236fZ++GHnv2PMiKmCOPI3A4ep/EF5Pb2CW1lJ5eoX0otbV8A+W7AlpMHg7EV5Npxu2bepFXrKzg06wt7G1j8u2tolhiTJO1FAAGTyeAOtbx9ym5dZaL06v57f+BIW7J6KKKwGFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFc/Z/wDJQ9Z/7BVh/wCjbuugrn7P/koes/8AYKsP/Rt3QB0FFFFABRRRQAUUUUAFFFFABWP4s+2f8Ibrn9nef9u/s+4+z/Z8+Z5nltt2Y53ZxjHOa2Kx/Fl9caZ4N1y/s5PLurXT7iaF9oO11jYqcHg4IHWgDh5l8Pw+IbIaVpWuaTpL2k4vl0rQ7yz8+TfCYQ5jiV+B5pBUgjkZwxVvSLAW66dbCzg8i1ESCGHyTF5aYG1dhAKYGBtIGOmBXB2fijwpo/iq0gsvF9pJp9xZXD3ButcN0olR4RFhpZG2Ha8vAI3YOc7Rj0CCeG6t4ri3ljmglQPHJGwZXUjIII4II5zQBl6hrxtNRNhaaVfandJEs0yWhhXykcsEJMsiA7ij/dzjac4yMyS6/Yp4fg1qJpJ7S5SFrby1w0xlKrEoDYwWZ1HzYAzyQMkZd1djRfGV9f3dtfPa3en2sML2llNc5eOS4LgiJWK4EqfexnJxnBxlz6ZfR/DDSdFMd3DqGn2+lyXHkReY0QiliaQxnaySOoic7V3E4X5TuUEA6zTNTl1DzVuNLvtOmjwfLuwh3Kc4IaNnQ8g8btwwCQAVJz/Bv/IDuf8AsK6l/wCls1V/C27+0dQ+x/2r/Y3lQ+T/AGn9o8z7RmTzcfaP3m3b5H+xnOOd1V/BunXXl3N7/bN99n/tXUv9A2QeT/x9zDr5fmdfm+/19uKAOwooooAKKKKACiisrxBeT29gltZSeXqF9KLW1fAPluwJaTB4OxFeTacbtm3qRVwg5yUUD0INN/4mmvXmrHmC236fZ++GHnv2PMiKmCOPI3A4etyoLKzg06wt7G1j8u2tolhiTJO1FAAGTyeAOtT06s1KXu7LRen9avzuJBRRRWYwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigArn7P/koes/8AYKsP/Rt3WxfW8t3ZyQQ3s9lI2MTwBC6YIPAdWXnpyD19ea5vQbKex8da3Fcand6g50yxYS3SxKwHm3fyjy0QY4z0zyeemADrKKKKACiiigAooooAKKKKACsfxZfXGmeDdcv7OTy7q10+4mhfaDtdY2KnB4OCB1rYqOeCG6t5be4ijmglQpJHIoZXUjBBB4II4xQBh/8ACQ6p/wBCZrn/AH+sv/kityCRpreKV4ZIHdAzRSFSyEj7p2kjI6cEj0JqSigAooooAK5/wb/yA7n/ALCupf8ApbNXQVz/AIN/5Adz/wBhXUv/AEtmoA6CiiigAooooAKw9N/4mmvXmrHmC236fZ++GHnv2PMiKmCOPI3A4erWvahLpmjyz26o107RwW4kBKedK6xxl8HO3e67sc4zjJqfTNPi0rTYLKFndIlwZJCC8jdWdyAMsxJZj3JJ71vH3KTl1ei/X9F6Ni6luiiisBhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz9n/wAlD1n/ALBVh/6Nu66Cufs/+Sh6z/2CrD/0bd0AdBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz/g3/kB3P/YV1L/0tmroK5/wb/yA7n/sK6l/6WzUAdBRRRQAUUVBe3kGnWFxfXUnl21tE00r4J2ooJJwOTwD0ppNuyAym/4mfi5YzzbaREJQRyDcyhlwSOjJFn5TnIuFJAwpO5WV4es57TSvMvI9l9dyvdXKkhmR3YsIyw+9sXbGG7iMYwMAata12ublW0dP8/vd2JBRRRWIwooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAK5+z/5KHrP/YKsP/Rt3XQVz9n/AMlD1n/sFWH/AKNu6AOgooooAKKKKACiiigAooooAKKKKACiiigDk7nSdN13x1qNvq+n2moQW2mWbwR3cKyrEzy3IcqGBClgiAkddi56CqaRaprnwZ063tl+232o6VawzGefaXSVUWZzIQcMEZ23Ybkfdb7p6TUvD+n6rcLcT/a4pwgQyWl7NbM6gkgMYnUsASxAbONzYxk5kl0TTpbNrM2+21MUcKwxuyJEsZJQxqpAjZSQQy4YbV5+VcAGP4Wgs9O1HUNNTw7pWjXyRQ3Eo0zDRyxuZFTLeXGSwMcnBXABGCckCv4N1G68u5sv7Gvvs/8Aaupf6fvg8n/j7mPTzPM6/L9zr7c10GmaLZaR5ptVnaSXAea5uZLiRgM4XfIzNtGWIXOAWYgZJzn+Df8AkB3P/YV1L/0tmoA6CiiigArD1n/iZanYaNHyBKl/dMP+WccThoxnszyquMjBVJcEECtysPw7/p/2nxA3/MS2/Zva1TPk/wDfW55eQGHm7T90VvR91Op229Xt+r+Qn2NyiiisBhRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAV764ltLOSeGynvZFxiCAoHfJA4Lsq8deSOnrxXN6Dez33jrW5bjTLvT3GmWKiK6aJmI827+YeW7jHOOueDx0z1lc/Z/8lD1n/sFWH/o27oA6CiiigAooooAKKKKACiiigAooooAKKKKACiiigArn/Bv/ACA7n/sK6l/6WzV0Fc/4N/5Adz/2FdS/9LZqAOgooooAyvEt5PY+G7+azk2XzRGG0OAf9If5IhzxzIyjnjnnjNXrKzg06wt7G1j8u2tolhiTJO1FAAGTyeAOtZWv/wCkajoVh9+Oa+86eIdTHFG8iucchVmEHPTJUH72DuVvP3aUY97v9F91n94uoUUUVgMKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigArn7P8A5KHrP/YKsP8A0bd10Fc/Z/8AJQ9Z/wCwVYf+jbugDoKKKKACiiigAooooAKKKKACiiigAooooAKK5+9vdYu/EM+k6Tc2Np9ltIbmSW7tXuPM815VCgLJHt2+STkls7h0xzoaFqf9t+HtM1byfJ+3WkVz5W7ds3oG25wM4zjOBQBoVz/g3/kB3P8A2FdS/wDS2ao/B/iWbxRDql09vHDbw3vlWZUkmW3aGKWORs9C6ybsYBUEAjIJMng3/kB3P/YV1L/0tmoA6CiiigDDi/0zxvcSdY9OsVhRk6eZM+6RGP8AeCwwMBwQJMnO5cblYfhr9/8A2vqH3ftepzfu+uzycW3XvnyN3tuxzjJ3K3xGk+Xskvn1/G4kFFFFYDCiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAK5+z/5KHrP/AGCrD/0bd10Fc/Z/8lD1n/sFWH/o27oA6CiiigAooooAKKKKACiiigAooooAKKKKAOfvbLWLTxDPq2k21jd/arSG2kiu7p7fy/KeVgwKxybt3nEYIXG0dc8Rp4XZ/BSeEp7uRLNdMisWvLcqssgC7JBsZWVQVA5yx+ZuhUE9JRQBz/hvQb3Rb7W5rzVZ79b+7SaIzCMMAsMcZLbI0G4lCOMjaqdCWzn+DdC0fy7nV/7Ksf7T/tXUv9N+zp53/H3Mv38bvu8denFdhXP+Df8AkB3P/YV1L/0tmoA6CqOtaj/Y+g6jqfled9jtpLjy923fsUtjODjOOuKvVh+KP9ItbHTB11C+hhIb7jRqTNKj+qtFFIuMEHcAeCSNaEVKpFS26+nX8BPYvaLp39j6Dp2meb532O2jt/M27d+xQucZOM46Zq9RRUSk5ycpbsYUUUVIBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAV76ws9Ts5LO/tILu1kxvhnjEiNggjKng4IB/Cub0HSdN0bx1rdvpen2ljA2mWLtHawrEpbzbsZIUAZwAM+wrrK5+z/wCSh6z/ANgqw/8ARt3QB0FFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABXP8Ag3/kB3P/AGFdS/8AS2augrn/AAb/AMgO5/7Cupf+ls1AHQVhy/6Z43t4+senWLTOr9PMmfbG6j+8FhnUnggSYGdzY3Kw9D/0vVdb1M/OslyLSCTpmKFdpXHtO1xyRk+pXbW9HSM59l+en5XEzcooorAYUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz9n/wAlD1n/ALBVh/6Nu66Cufs/+Sh6z/2CrD/0bd0AdBRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAGXqXiDT9KuFt5/tcs5QOY7SymuWRSSAWESMVBIYAtjO1sZwcWJtVsYNLGptcxtZsiuksX7wSBsbNm3JcsSAoXJYkAZJFc/c6tpuheOtRuNX1C00+C50yzSCS7mWJZWSW5LhSxAYqHQkDpvXPUVJ4YvrfRfAOixalJ9mmstKszdRSKQ9uCgXdIvVFBVssQANjEkBSQAbGma1Zav5otWnWSLBeG5tpLeRQc4bZIqttOGAbGCVYA5Bxn+Df+QHc/8AYV1L/wBLZqz/AAnNBdeIdXntNX/ty3NpaoNT3xPuYPOTDuhVY/kBVsbd373kkFQDwbDrHl3Mv26x/sz+1dS/0f7G/nf8fc3/AC183b97n7nTj3oA6yeeK2gknnlSKGJS8kkjBVRQMkkngADvWV4Tglg8KaYbmJ4ruaBbi6WRSrefJ+8lJU/dJdmOOAM4AAGKZ4t/faBJp45OpSx2BVfvmOVgspQf3liMj9wNhJBANblb/DQ9X+S/4L+4XUKKKKwGFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAUUUUAFc/Z/wDJQ9Z/7BVh/wCjbuti+S8ks5FsJ4ILo42STwmVF5GcqGUnjP8AEPXnpXN6DHqUXjrW11S7tLmf+zLEq9rbNAoXzbvgq0jknOec9xxxyAdZRRRQAUUUUAFFFFABRRRQAUUUUAFFFFABRRRQAVz/AIN/5Adz/wBhXUv/AEtmroK5/wAG/wDIDuf+wrqX/pbNQBsz2cFzNazTR7pLWUzQnJG1yjJnjr8rsOfWp6KKbbe4BRRRSAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAK5+z/5KHrP/YKsP/Rt3XQVz9n/AMlD1n/sFWH/AKNu6AOgooooAKKKKACiiigAooooAKKKKACiiigAooooAK5/wb/yA7n/ALCupf8ApbNXQVz/AIN/5Adz/wBhXUv/AEtmoA6CiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAK5+z/5KHrP/YKsP/Rt3XQVz9n/AMlD1n/sFWH/AKNu6AOgooooAKKKKACiiigAooooAKKKKACiiigDl7q0GteMr6wu7m+S1tNPtZoUtL2a2w8klwHJMTKWyIk+9nGDjGTmxoD3HiDwDo015eTpcXun28txPARG7FkVnwQPl3cjK4Iz8pUgEWNQ0E3eom/tNVvtMuniWGZ7QQt5qIWKAiWNwNpd/u4zuOc4GCXw+g0NtHsdQvtOtBaR2kH2R1D26JkZR2Vm3FcKSScbQRhskgFPw7EYNZ1WGyuLufR4kiSN7m5kuP8ASg0onCvIzMQAIQQDtDBgMMHFZ+g69baNZ3dle2WsrOup37/u9Hu5VKvdSupDJGVIKsDkE9a0BFJ4P0RmF9d6km+3tLS3nSCFImd1ijUeTEu1Nzrk4bAXgHobmk6teXWo3em6lZQWt9bRRXBFtcmeNo5DIq/MyId2YnyNuMbeTkgAFf8A4TLS/wDn11z/AMEV7/8AGaP+Ey0v/n11z/wRXv8A8ZroKKAOf/4TLS/+fXXP/BFe/wDxmj/hMtL/AOfXXP8AwRXv/wAZroKKAOf/AOEy0v8A59dc/wDBFe//ABmsvxL4siufCurwaXbeIBqEllMlqY9FvUYSlCEw3lDad2OcjFdJrWp/2RphuhD50jSxW8UZbaGklkWNNzYOF3OuSASBkgE8GvpOrXl1qN3pupWUFrfW0UVwRbXJnjaOQyKvzMiHdmJ8jbjG3k5IABX/AOEy0v8A59dc/wDBFe//ABmj/hMtL/59dc/8EV7/APGasf29nxbHoQspwrWktwbtxtQsjRAooPLcTKSw+UdASQwXYoA5/wD4TLS/+fXXP/BFe/8Axmj/AITLS/8An11z/wAEV7/8ZroKKAOf/wCEy0v/AJ9dc/8ABFe//GaP+Ey0v/n11z/wRXv/AMZroKx9W1a8tdRtNN02ygur65iluALm5MEaxxmNW+ZUc7sypgbcY3cjABAMPVfFkUuo6G9pbeIBBFes95t0W9UGL7PMo3DyvmHmNHxzzg9sjU/4TLS/+fXXP/BFe/8Axmrmmau2o6I9+tnIZ4nnhe2idWLSwu0bqjNtBBZDtLbcggkLyBXsNY1L+2Y9L1fTrS1nnt5LiBrS8a4UrG0auG3RxlTmVMYBz82cYGQCP/hMtL/59dc/8EV7/wDGaP8AhMtL/wCfXXP/AARXv/xmugooA5//AITLS/8An11z/wAEV7/8Zo/4TLS/+fXXP/BFe/8AxmugooA5/wD4TLS/+fXXP/BFe/8AxmsuDxZEvirUJ5LbxB/Z72VskAOi3pXzVecyYXyuDtaLJxzx1xxc1TxTeWLaxcW+mQT6bouft8sl2Y5vliWZvKjEbB/kdcbnTLZHAG47mpT30Fuv9nWUd3cO4ULLP5MaDBJZ2wxA4wNqsckcAZYAGX/wmWl/8+uuf+CK9/8AjNH/AAmWl/8APrrn/givf/jNXNF1WbUhew3dtHb3ljcfZ7hIpTLHuMaSAo5VSw2yJnKjnI5ABOpQBz//AAmWl/8APrrn/givf/jNH/CZaX/z665/4Ir3/wCM10FFAHP/APCZaX/z665/4Ir3/wCM0f8ACZaX/wA+uuf+CK9/+M10Fcv/AMJTeb/tn9mQf2N/aH9n+f8Aaz9o8z7R9mz5Xl7dvm9/Mzs5xn5aAKeleLIotR1x7u28QGCW9V7Pdot6wEX2eFTtHlfKPMWTjjnJ75Op/wAJlpf/AD665/4Ir3/4zWpqupQ6RpdxfzrI6QpkRxAF5W6KiAkbnZiFUdyQO9R6Fqf9t+HtM1byfJ+3WkVz5W7ds3oG25wM4zjOBQBn/wDCZaX/AM+uuf8Agivf/jNH/CZaX/z665/4Ir3/AOM10FFAHP8A/CZaX/z665/4Ir3/AOM0f8Jlpf8Az665/wCCK9/+M10FU9W1KHRtGvtUuFkaCyt5LiRYwCxVFLEDJAzgeooAy/8AhMtL/wCfXXP/AARXv/xmsvw14sitvCukQapbeIDqEdlCl0ZNFvXYyhAHy3lHcd2ecnNbFhrGpf2zHper6daWs89vJcQNaXjXClY2jVw26OMqcypjAOfmzjAzHd6zrEmuXWnaNpdjdx2kUTTz3N+8IWR9x8sBYX+YKEYgkHEiHGCDQAf8Jlpf/Prrn/givf8A4zR/wmWl/wDPrrn/AIIr3/4zXQUUAc//AMJlpf8Az665/wCCK9/+M0f8Jlpf/Prrn/givf8A4zXQUUAc/wD8Jlpf/Prrn/givf8A4zWXr/iyKfTok0628QCcXto7bNFvUPlLcRtLz5Q48sPkdxkc5xXQa1qs2miyhtLaO4vL64+z26SymKPcI3kJdwrFRtjfGFPOBwCSDRdVm1IXsN3bR295Y3H2e4SKUyx7jGkgKOVUsNsiZyo5yOQASAU/+Ey0v/n11z/wRXv/AMZo/wCEy0v/AJ9dc/8ABFe//GaND1zVNYisr86RBHpN/Es1vNHeb5kRl3oZYyihcjAO13wxA5GWHQUAc/8A8Jlpf/Prrn/givf/AIzR/wAJlpf/AD665/4Ir3/4zXQUUAc//wAJlpf/AD665/4Ir3/4zR/wmWl/8+uuf+CK9/8AjNdBWHf6xqX9syaXpGnWl1PBbx3E7Xd41uoWRpFQLtjkLHMT5yBj5cZycAGPP4sibxVp88dt4g/s9LK5ScDRb0L5rPAY8r5XJ2rLg4456Z51P+Ey0v8A59dc/wDBFe//ABmrltqs2q+GrXVtHto5XvLeK4ghu5TCNrgNhmVXwQp7A8jHvVfw7rGpas+oi/060tUtLj7OklteNcJMwUFyCY04VjsPX5lcHG3kAj/4TLS/+fXXP/BFe/8Axmj/AITLS/8An11z/wAEV7/8ZroKKAOf/wCEy0v/AJ9dc/8ABFe//GaP+Ey0v/n11z/wRXv/AMZroKKAOf8A+Ey0v/n11z/wRXv/AMZqvod2NT8ZaxfwW19Hatp9lCr3dlNbbnWS5LACVVJwHXp6ijVPFN5YtrFxb6ZBPpui5+3yyXZjm+WJZm8qMRsH+R1xudMtkcAbjqa1qs2miyhtLaO4vL64+z26SymKPcI3kJdwrFRtjfGFPOBwCSADUorL0XVZtSF7Dd20dveWNx9nuEilMse4xpICjlVLDbImcqOcjkAE6lABRRRQAUUUUAFFFFABRRRQAUUUUAFFFFAGP4nsbi/0UR2sfmzQ3drdCMMAZBDPHKyqTgbiEIGSBkjJA5FfRor258Q6lrN1p0+nxz2ltapBcvG0hMTzMW/du67T5ygfNnKtkAYJ6CigAooooAKKKKAMfxPY3F/oojtY/Nmhu7W6EYYAyCGeOVlUnA3EIQMkDJGSByKemDUJNe1DW59Iu7VLi3tLNLaaSEy/JJMWkOyRk2ATg/e3fI3y/d3dJRQBj3NjcSeMtMv1jzaw6fdwyPuHyu8lsVGOvIjf8vcVsUUUAFFFFABXP6zFe23iHTdZtdOn1COC0ubV4LZ41kBleFg37x0XaPJYH5s5ZcAjJHQUUAc/oMV7pOitHNp07zSy3t95cbxkoZJ3lSEkuB5hEmOCUyrfNjBNfw2+pXeoyXutaFfWd+8RAlmlt3ht0yP3MWyVm54LOVG8rk7QEReoooAKKKKACiiigDh9a0zVnt/FmlW+lT3K+IN3kXkcsQht99rHB+9DOH4aMsdit8pGMnKjpNVnnayuIxocmowF/Jmty8QM8TJyUDttYZbaVcpwHPPyhtSigDn/AAnp0un2t/8A8S/+zLSe78200/5B9lj8qNSu2MlFzIsj4UkfPk/MSB0FFFABRRRQAVw/9mat9k/sH+yp9v8Abf8AaH9oebF9n8v7d9rxjf5m7b8mNmN/fb81dJrWtDRhZKthd3097cfZ4YLUxhi3lvISTI6qAFjbv6VTuPE81pa2jz+HdVS6u7s2sFnvtjI5ETSFsibYF2o3Vs5HTpQAa5pmqa3/AGe9ndQaetndtM8F7afaFnK7ljJCSqNoOJBnJ3CM/KVIqTwbYX2leCtE0/UxGLy2sooZVRcBCqgbfvMCQAASDgkEgAHAry+MIra1umutI1KC8t3tlNg3kmVxPL5UTKyyGPBcMOXBG0kgDGbmn68bvURYXelX2mXTxNNCl2YW81EKhyDFI4G0un3sZ3DGcHABsUUUUAFZfiXTZtZ8K6vpdu0az3tlNbxtISFDOhUE4BOMn0NalFAHLxPqV94hh1mTQr60jsNPuYRBPLbmS4eR4WUR7JWX/liQd7Lyy9RkjL8TeHIru61Y2fhCOXV75M2uuK0LG3l8pY0kZnYSxFCoOI1bAAYZYkDvKKACiiigAooooAw/EVtdvLo9/aWsl2dOvTcSW8TIskitBNFhN5VcgygnLDgHqcAx6DFewXOp3tzp08H9q6gJlhd4y9ui20ceZNrleWhONhb765x823oKKAPO/C3hefSpfD8EegyWN3pqCPUdVeSJvtyLA8exXV2lZDIY3VXVQqxrwpVVr0SiigAooooAK5u8GoaX4qu9Ug0i71KC8sre3C2kkKtE0TzMS3myIMETLjaT91s44z0lFAHN6fbavoXgWHS7S1juNU07R444GLDyJ7hIioQZKtjcgySFGHHPXGxpWmw6RpdvYQNI6QpgySkF5W6s7kAbnZiWY9ySe9XKKACiiigAooooA4fWtM1Z7fxZpVvpU9yviDd5F5HLEIbffaxwfvQzh+GjLHYrfKRjJyo1PFFlPqkNsraTJf2dreh7mxYxEX0XkuBtV2CMFkdGxIV5iJGSFz0lFAHP+E9Ol0+1v/8AiX/2ZaT3fm2mn/IPssflRqV2xkouZFkfCkj58n5iQOgoooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKAOb8V6WdWvPDkLJdmBNTZ5ntZZImjX7LcAEvGQyjcVGcjO4Dviq+u6HNnwxZaddalAkGpu7XayG5lhU21xyzzCTgswXLZ+8AMcV1lFAHF694ZnTR5Wj1DUr7Urm905GvGSIyxxR3aMNqpGEwm6R8lD1O7IAAuaTpd7ZeLZ31O+vtT22n+gXc8caiNGZfOiPlIq7t0cTZbqDhR8jluoooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooAKKKKACiiigAooooA/9k=)

**Discussion**

In this project, we’ve implemented both dimensionality reduction methods, PCA and FLD and evaluate performance of classification after respective transformations. PCA method reduced dimensions from 7 to 5 while FLD reduced it to 1 since number of classes was 2. PCA seemed to decrease performance by some factor which is under allowed error rate while FLD didn’t decrease performance. So FLD gives good performance under classification while PCA best represents original data set. Area above ROC curve in top left corner for each method also signifies that FLD performs classification better than PCA because the area for FLD is smaller than PCA’s.
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**Appendix**

**/include/Pr.h**

/\*

\* pr.h - header file of the pattern recognition library

\*

\* Author: Hairong Qi, ECE, University of Tennessee

\*

\* Date: 01/25/04

\*

\* Please send all your comments to hqi@utk.edu

\*

\* Modified:

\* - 09/24/13: add "const" to the filename parameters to remove warning

\* msg in new compilers (Steven Clukey)

\* - 04/26/05: reorganized for the Spring 2005 classs

\*/

#ifndef \_PR\_H\_

#define \_PR\_H\_

#include "Matrix.h"

#include "Estimate.h"

/////////////////////////

// file I/O

Matrix readData(const char \*, // the file name

int); // the number of columns of the matrix

Matrix readData(const char \*, // the file name

int, // the number of columns

int); // the number of rows (or samples)

Matrix readData(const char \*); // read data file to a matrix with 1 row

void writeData(Matrix &, const char \*); // write data to a file

Matrix readImage(const char \*, // read the image from a file

int \*, // the number of rows (or samples)

int \*); // the number of columns

void writeImage(const char \*, // write the image to a file

Matrix &, // the matrix to write

int, // the number of rows

int); // the number of columns

////////////////////////

// distance calculation

double euc(const Matrix &, // Euclidean distance between two vectors

const Matrix &);

double mah(const Matrix &, // the Mahalanobis distance, input col vec

const Matrix &C, // the covariance matrix

const Matrix &mu); // the mean (a col vector)

// Estimates calculation

Estimate estimateCalculation(const Matrix &train, int c);

////////////////////////

// classifiers

// maximum a-posteriori probability (mpp)

int mpp(const Matrix &train, // the training set of dimension mx(n+1)

// where the last col is the class label

// that starts at 0

const Matrix &test, // one test sample (a col vec), nx1

const int, // number of different classes

const int, // caseI,II,III of the discriminant func

const Matrix &Pw); // the prior prob, a col vec

// likelyhood ratio (lr)

int lr(Matrix \*mu, Matrix \*cov, Matrix &teData, int classes, Matrix &Pw);

// preprocessing

void normalize(Matrix &tr, Matrix &te, const int nf, const int flag);

// dimension reduction

int pca(Matrix &tr, Matrix &te, const int nf, const float err, const int flag); // dimension reduction using PCA

int fld(Matrix &tr, Matrix &te, int classes, int nf, int flag); // dimension reduction by using FLD

#endif

**/lib/preprocessing.cpp**

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

\* preprocessing.cpp

\*

\* - normalize: normalize training and test set

\* - pca: principal component analysis

\* - fld: fisher's linear discriminant

\*

\* Author: Hairong Qi (C) hqi@utk.edu

\*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

#include "Matrix.h"

#include "Pr.h"

#include <iostream>

#include <cstdlib>

#include <cmath>

using namespace std;

/\*\*

\* Matrix normalization.

\* @param tr The training set.

\* @param te The test set.

\* @param nf The number of features.

\* @param flag If flag is on, it's supervised learning; otherwise, it's

\* unsupervised learning and the second argument can be empty.

\*/

void normalize(Matrix &tr, Matrix &te, const int nf, const int flag)

{

Matrix mu, Sigma, sigma;

// get the statistics from the training set

mu = mean(tr, nf);

Sigma = cov(tr, nf);

sigma.createMatrix(nf,1);

for (int j=0; j<nf; j++)

sigma(j,0) = sqrt(Sigma(j,j));

// normalize the training set

for (int i=0; i<tr.getRow(); i++) {

for (int j=0; j<nf; j++)

tr(i,j) = (tr(i,j)-mu(j,0)) / sigma(j,0);

}

// normalize the test set

if (flag) {

for (int i=0; i<te.getRow(); i++) {

for (int j=0; j<nf; j++)

te(i,j) = (te(i,j)-mu(j,0)) / sigma(j,0);

}

}

}

/\*\*

\* Principal component analysis.

\* @param tr The training set.

\* @param te The test set.

\* @param nf The number of features.

\* @param err The error rate needs to be satisfied.

\* @param flag If flag is on, it's supervised learning; otherwise, it's

\* unsupervised learning and the second argument can be empty.

\* @return The number of features after PCA based on "err"

\*/

int pca(Matrix &tr, Matrix &te, const int nf, const float err, const int flag)

{

Matrix Sigma, temp;

Matrix d(1,nf), // eigenvalue (a row vector)

V(nf,nf), // eigenvector with each col an eigenvector

pV; // eigenvectors selected based on "err"

int p, pnf;

float psum, sum;

Sigma = cov(tr, nf);

jacobi(Sigma, d, V);

eigsrt(d, V); // sort the eigenvalue in the ascending order

// determine the number of principal components to keep based on "err" given

sum = 0.0;

for (int i=0; i<nf; i++)

sum += d(0,i);

p = 0;

psum = 0.0;

while (psum/sum < err && p < nf) {

psum += d(0,p);

p++;

}

p--;

pnf = nf - (p);

pV = subMatrix(V,0,p,nf-1,nf-1);

// perform the transformation

for (int i=0; i<tr.getRow(); i++) { // for training set

temp = subMatrix(tr,i,0,i,nf-1);

temp = temp->\*pV;

for (int j=0; j<pnf; j++)

tr(i,j) = temp(0,j);

}

if (flag) {

for (int i=0; i<te.getRow(); i++) { // for test set

temp = subMatrix(te,i,0,i,nf-1);

temp = temp->\*pV;

for (int j=0; j<pnf; j++)

te(i,j) = temp(0,j);

}

}

return pnf;

}

/\*\* Fisher's linear discriminant

\* @param tr The training set.

\* @param te The test set.

\* @param classes no. of classes for classification.

\* @param nf The number of features.

\* @param flag If flag is on, FLD is applied to both training set and testing set, else only to training set

\* @return The number of features after FLD

\*/

// for now works for two classes only

int fld(Matrix &tr, Matrix &te, int classes, int nf, int flag)

{

// calculate the mean and covariance of each class

// the mean is a cxnf matrix and the cov is a c\*nf x nf matrix

Matrix \*means = new Matrix [classes];

for (int i=0; i<classes; i++)

means[i].createMatrix(nf, 1);

Matrix \*covs = new Matrix [classes];

for (int i=0; i<classes; i++)

covs[i].createMatrix(nf, nf);

Matrix tmp;

for (int i=0; i<classes; i++) {

tmp = getType(tr, i);

covs[i] = cov(tmp, nf);

means[i] = mean(tmp, nf);

}

// calculate scatter matrices

int nr = tr.getRow();

Matrix S1,S2,Sw;

S1=covs[0]\*(nr-1);

S2=covs[1]\*(nr-1);

Sw=S1+S2;

// projection vector

Matrix w;

w=inverse(Sw)->\*(means[0]-means[1]);

// perform the transformation

Matrix temp;

int fnf=classes-1;

for (int i=0; i<tr.getRow(); i++) { // for training set

temp = subMatrix(tr,i,0,i,nf-1);

temp = temp->\*w;

for (int j=0; j<fnf; j++)

tr(i,j) = temp(0,j);

}

if (flag) {

for (int i=0; i<te.getRow(); i++) { // for test set

temp = subMatrix(te,i,0,i,nf-1);

temp = temp->\*w;

for (int j=0; j<fnf; j++)

te(i,j) = temp(0,j);

}

}

return fnf;

}

**/lib/mpp.cpp**

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

\*\* mpp.cpp

\*\*

\*\* Purpose: Supervised learning:

\*\* Maximum posterior probability (MPP). This algorithm assumes

\*\* Gaussian distribution and zero-one loss

\*\*

\*\* Prototype: int mpp(Matrix train, Matrix test,

\*\* int class, int case, Matrix Pw)

\*\* - train: the training set of m x (n+1) matix

\*\* where m is the nr of rows (or samples)

\*\* n is the number of features

\*\* the last column is the class label, starting at 1

\*\* - test: the testing sample to be classified, a column vector

\*\* with a dimension nx1

\*\* - class: number of different classes, assuming the class labels

\*\* starts at 0

\*\* - case: 1, 2, 3 - case I, II or III

\*\* cases==1: The features are statistically

\*\* indepdent, and have the same variance.

\*\* Can be simplified to minimum distance.

\*\* cases==2: The covariance matrices for all classes are

\*\* identical, but not a scalar of identity matrix.

\*\* We pick the average.

\*\* cases==3: The most general case. The covariance matrices

\*\* are not equal from each other.

\*\* - Pw: Prior probability. A column vector of dimension cx1

\*\*

\*\* - output: the class label of the input test sample

\*\*

\*\* Created by: Hairong Qi (hqi@utk.edu)

\*\*

\*\* Modified by

\*\* - 02/20/2008: the class label starts at 0 instead of 1

\*\*

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

#include <iostream>

#include <cstdlib>

#include <cmath>

#include "Pr.h"

using namespace std;

int mpp(const Matrix &train, const Matrix &tedata, const int c, const int cases, const Matrix &Pw)

{

static int first = 1, nf;

static double varavg;

static Matrix \*means, \*covs, covavg;

int nctr, ncte, nrtr, nrte;

int i, j;

Matrix covsum, tmp;

double sum;

//////////////////////////////////////////////////////////////////////

// calculate the means and covs only when the function is called the 1st time

if (first==1) {

// get the size of input raw data

nctr = train.getCol();

ncte = tedata.getCol();

nrtr = train.getRow();

nrte = tedata.getRow();

if (nctr != (nrte+1)) {

cout << "MPP: "

<< "Training and testing set do not have same number of features\n";

exit(3);

}

nf = nctr-1;

// calculate the mean and covariance of each class

// the mean is a cxnf matrix and the cov is a c\*nf x nf matrix

means = (Matrix \*) new Matrix [c];

for (i=0; i<c; i++)

means[i].createMatrix(nf, 1);

covs = (Matrix \*) new Matrix [c];

for (i=0; i<c; i++)

covs[i].createMatrix(nf, nf);

// the following two matrices are used for case 2

// the average covariance matrix is used as the common matrix

covsum.createMatrix(nf,nf);

covavg.createMatrix(nf,nf);

for (i=0; i<c; i++) {

tmp = getType(train, i);

covs[i] = cov(tmp, nf);

means[i] = mean(tmp, nf);

covsum = covsum + covs[i];

}

// calculate the average covariance to be used by case II

covavg = covsum / (double)c;

// calculate the average variance to be used by case I

sum = 0.0;

for (i=0; i<nf; i++)

sum += covavg(i,i);

varavg = sum / (double)nf;

first++;

}

//////////////////////////////////////////////////////////

// classification

Matrix disc(1,c), sdisc(1,c), pos(1,c);

double mdist, edist;

// find the discriminant function value

switch (cases) {

case 1:

for (i=0; i<c; i++) { // for each class

edist = euc(tedata, means[i]);

disc(0,i) = -edist\*edist/(2\*varavg) + log(Pw(i,0));

}

break;

case 2:

for (i=0; i<c; i++) {

mdist = mah(tedata, covavg, means[i]);

disc(0,i) = -0.5\*mdist\*mdist + log(Pw(i,0));

}

break;

case 3:

for (i=0; i<c; i++) {

mdist = mah(tedata, covs[i], means[i]);

disc(0,i) = -0.5\*mdist\*mdist - 0.5\*log(det(covs[i])) + log(Pw(i,0));

}

break;

}

// sort the discriminant function value in the ascending order

insertsort(disc, sdisc, pos);

// return the label of the class with the largest discriminant value

return (int)pos(0,c-1);

}

**/example/testNormalize.cpp**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

using namespace std;

#define Usage "Usage: ./testPCA training\_set test\_set classes features cases \n\t training\_set: the file name for training set\n\t test\_set: the file name for test set\n\t classes: number of classes \n\t features: number of features (dimension)\n\t"

int main(int argc, char \*\*argv)

{

int nrTr, nrTe, // number of rows in the training and test set

nc; // number of columns in the data set; both the

// training and test set should have the same

// column number

Matrix Tr, Te;

// check to see if the number of argument is correct

if (argc < 6) {

cout << Usage;

exit(1);

}

int classes = atoi(argv[3]); // number of classes

int nf = atoi(argv[4]); // number of features (dimension)

int cases=atoi(argv[5]); // case of MPP

// read in data from the data file

nc = nf+1; // the data dimension; plus the one label column

Tr = readData(argv[1], nc);

nrTr = Tr.getRow(); // get the number of rows

Te = readData(argv[2], nc);

nrTe = Te.getRow(); // get the number of rows

// normalization of data set

normalize(Tr, Te, nf, 1); // normalize sample data in training and test set both; flag set to 1 for testing set normalization

// assign prior probability

Matrix Pw(classes, 1);

//for (int i=0; i<classes; i++)

// Pw(i,0) = (float)1/classes; // if assuming equal prior probability

Pw(0,0)=0.6;Pw(1,0)=1-Pw(0,0); // found best for this value and case II of MPP

// prepare the labels and error count

Matrix labelMPP(nrTe,1); // a col vector to hold result for MPP

int errCountMPP = 0; // calcualte error rate for MPP

// to test for normalized data before dimension reduction method applied

// intialize TP,TN,FP,FN

int TP=0,TN=0,FP=0,FN=0;

// perform classification

for (int i=0; i<nrTe; i++) {

// classify one test sample at a time, get one sample from the test data

Matrix sample = transpose(subMatrix(Te, i, 0, i, nf-1));

// call MPP to perform classification

labelMPP(i,0) = mpp(Tr, sample, classes, cases, Pw);

// check if the classification result is correct or not

if (labelMPP(i,0) != Te(i,nf))

{

errCountMPP++;

if(Te(i,nf)==0)

{

FP++;

}

else{FN++;}

}

else

{

if(Te(i,nf)==0)

{

TN++;

}

else{TP++;}

}

}

// calculate accuracy

cout << "The error rate using MPP is = " << (float)errCountMPP/nrTe << endl;

cout<<"TP="<<TP<<endl;

cout<<"TN="<<TN<<endl;

cout<<"FN="<<FN<<endl;

cout<<"FP="<<FP<<endl;

cout<<"Sensitivity or Recall = "<<(TP/(float)(TP+FN))<<endl;

cout<<"Specificity = "<<(TN/(float)(TN+FP))<<endl;

cout<<"Precision = "<<(TP/(float)(TP+FP))<<endl;

return 0;

}

**/example/testPCA.cpp**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

using namespace std;

#define Usage "Usage: ./testPCA training\_set test\_set classes features cases \n\t training\_set: the file name for training set\n\t test\_set: the file name for test set\n\t classes: number of classes \n\t features: number of features (dimension)\n\t"

int main(int argc, char \*\*argv)

{

int nrTr, nrTe, // number of rows in the training and test set

nc; // number of columns in the data set; both the

// training and test set should have the same

// column number

Matrix Tr, Te;

// check to see if the number of argument is correct

if (argc < 6) {

cout << Usage;

exit(1);

}

int classes = atoi(argv[3]); // number of classes

int nf = atoi(argv[4]); // number of features (dimension)

int cases=atoi(argv[5]); // case of MPP

// read in data from the data file

nc = nf+1; // the data dimension; plus the one label column

Tr = readData(argv[1], nc);

nrTr = Tr.getRow(); // get the number of rows

Te = readData(argv[2], nc);

nrTe = Te.getRow(); // get the number of rows

// normalization of data set

normalize(Tr, Te, nf, 1); // normalize sample data in training and test set both; flag set to 1 for testing set normalization

Matrix sample0 = transpose(subMatrix(Te, 0, 0, 0, nf));

cout<<"1st row before pca = "<<sample0;

// PCA method

float err=0.1; // maximum error allowed

int flag=1; // to include Testing sample or not in normalization

int pnf=pca(Tr, Te, nf, err, flag); // apply pca dimension reduction

// now crop training and test set to reduced dimensions but keep label column

// first assign value of label column to column after pnf

for(int i=0;i<nrTr;i++)

{

Tr(i,pnf)=Tr(i,nf);

}

for(int i=0;i<nrTe;i++)

{

Te(i,pnf)=Te(i,nf);

}

Matrix pTr=subMatrix(Tr,0,0,nrTr-1,pnf);

Matrix pTe=subMatrix(Te,0,0,nrTe-1,pnf);

cout<<endl<<"The reduced dimension from PCA = "<<pnf<<endl;

Matrix sample1 = transpose(subMatrix(pTe, 0, 0, 0, pnf));

cout<<"1st row after pca = "<<sample1;

// assign prior probability

Matrix Pw(classes, 1);

//for (int i=0; i<classes; i++)

// Pw(i,0) = (float)1/classes; // if assuming equal prior probability

Pw(0,0)=0.6;Pw(1,0)=1-Pw(0,0); // found best for this value and case II of MPP

// prepare the labels and error count

Matrix labelMPP(nrTe,1); // a col vector to hold result for MPP

int errCountMPP = 0; // calcualte error rate for MPP

// intialize TP,TN,FP,FN

int TP=0,TN=0,FP=0,FN=0;

// perform classification

for (int i=0; i<nrTe; i++) {

// classify one test sample at a time, get one sample from the test data

Matrix sample = transpose(subMatrix(pTe, i, 0, i, pnf-1));

// call MPP to perform classification

labelMPP(i,0) = mpp(pTr, sample, classes, cases, Pw);

// check if the classification result is correct or not

if (labelMPP(i,0) != pTe(i,pnf))

{

errCountMPP++;

if(pTe(i,pnf)==0)

{

FP++;

}

else{FN++;}

}

else

{

if(pTe(i,pnf)==0)

{

TN++;

}

else{TP++;}

}

}

// calculate accuracy

cout << "The error rate using MPP is = " << (float)errCountMPP/nrTe << endl;

cout<<"TP="<<TP<<endl;

cout<<"TN="<<TN<<endl;

cout<<"FN="<<FN<<endl;

cout<<"FP="<<FP<<endl;

cout<<"Sensitivity or Recall or TPR = "<<(TP/(float)(TP+FN))<<endl;

cout<<"FPR = "<<(FP/(float)(TN+FP))<<endl;

cout<<"Specificity = "<<(TN/(float)(TN+FP))<<endl;

cout<<"Precision = "<<(TP/(float)(TP+FP))<<endl;

return 0;

}

**/include/testFLD.cpp**

// currently only works for 2 classes

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

using namespace std;

#define Usage "Usage: ./testFLD training\_set test\_set classes features cases \n\t training\_set: the file name for training set\n\t test\_set: the file name for test set\n\t classes: number of classes \n\t features: number of features (dimension)\n\t"

int main(int argc, char \*\*argv)

{

int nrTr, nrTe, // number of rows in the training and test set

nc; // number of columns in the data set; both the

// training and test set should have the same

// column number

Matrix Tr, Te;

// check to see if the number of argument is correct

if (argc < 6) {

cout << Usage;

exit(1);

}

int classes = atoi(argv[3]); // number of classes

int nf = atoi(argv[4]); // number of features (dimension)

int cases=atoi(argv[5]); // case of MPP

// read in data from the data file

nc = nf+1; // the data dimension; plus the one label column

Tr = readData(argv[1], nc);

nrTr = Tr.getRow(); // get the number of rows

Te = readData(argv[2], nc);

nrTe = Te.getRow(); // get the number of rows

// normalization of data set

normalize(Tr, Te, nf, 1); // normalize sample data in training and test set both; flag set to 1 for testing set normalization

Matrix sample0 = transpose(subMatrix(Te, 0, 0, 0, nf));

cout<<"1st row before FLD = "<<sample0;

// FLD method

int flag=1; // to include testing sample or not in normalization, '1' means include yes

int fnf=fld(Tr, Te, classes, nf, flag); // apply pca dimension reduction

// now crop training and test set to reduced dimensions but keep label column

// first assign value of label column to column after fnf

for(int i=0;i<nrTr;i++)

{

Tr(i,fnf)=Tr(i,nf);

}

for(int i=0;i<nrTe;i++)

{

Te(i,fnf)=Te(i,nf);

}

Matrix fTr=subMatrix(Tr,0,0,nrTr-1,fnf);

Matrix fTe=subMatrix(Te,0,0,nrTe-1,fnf);

cout<<endl<<"The reduced dimension from FLD = "<<fnf<<endl;

Matrix sample1 = transpose(subMatrix(fTe, 0, 0, 0, fnf));

cout<<"1st row after FLD = "<<sample1;

// assign prior probability

Matrix Pw(classes, 1);

//for (int i=0; i<classes; i++)

//Pw(i,0) = (float)1/classes; // if assuming equal prior probability

Pw(0,0)=0.6;Pw(1,0)=1-Pw(0,0); // found best for this value and case II of MPP

// prepare the labels and error count

Matrix labelMPP(nrTe,1); // a col vector to hold result for MPP

int errCountMPP = 0; // calcualte error rate for MPP

// intialize TP,TN,FP,FN

int TP=0,TN=0,FP=0,FN=0;

// perform classification

for (int i=0; i<nrTe; i++) {

// classify one test sample at a time, get one sample from the test data

Matrix sample = transpose(subMatrix(fTe, i, 0, i, fnf-1));

// call MPP to perform classification

labelMPP(i,0) = mpp(fTr, sample, classes, cases, Pw);

// check if the classification result is correct or not

if (labelMPP(i,0) != fTe(i,fnf))

{

errCountMPP++;

if(fTe(i,fnf)==0)

{

FP++;

}

else{FN++;}

}

else

{

if(fTe(i,fnf)==0)

{

TN++;

}

else{TP++;}

}

}

// calculate accuracy

cout << "The error rate using MPP is = " << (float)errCountMPP/nrTe << endl;

cout<<"TP="<<TP<<endl;

cout<<"TN="<<TN<<endl;

cout<<"FN="<<FN<<endl;

cout<<"FP="<<FP<<endl;

cout<<"Sensitivity or Recall or TPR = "<<(TP/(float)(TP+FN))<<endl;

cout<<"FPR = "<<(FP/(float)(TN+FP))<<endl;

cout<<"Specificity = "<<(TN/(float)(TN+FP))<<endl;

cout<<"Precision = "<<(TP/(float)(TP+FP))<<endl;

return 0;

}